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Abstract

We study the decomposition of US output and examine whether it is driven by aggregate or
sector-specific shocks. While the use of factor models has been found convenient, the challenge
one faces is that sectoral data beyond industrial production (IP) is only available annually. This
imbalance of sampling frequencies poses challenges which existing methods have not been able to
resolve. We propose a new class of mixed frequency data factor models which enable us to study
to full spectrum of monthly or quarterly IP sector data combined with the annual non-IP sectors of
the economy. We derive the large sample properties of estimator for the new class of factor models
involving mixed frequency data. Using our new approximate factor model, we find that nearly all
of US output variability is associated with common factors, as opposed to sector-specific factors.
We also use a multi-sector growth model to incorporate input-output linkages in the factor analysis.
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1 Introduction
In the public arena it is often claimed that manufacturing has been in decline in the US and most
jobs have migrated overseas to lower wage countries. First, we would like to nuance this question
somewhat. It is true, as the figure below clearly shows, that the share of the manufacturing sector has
been in decline since the late 70’s, which is the beginning of our sample period.1 The fact that the
size shrank does not necessarily exclude that the manufacturing sector still is a key driver of total US
output. We study the validity of this question using novel econometric methods designed to deal with
some of the challenging data issues one encounters when trying to address the problem.

Figure 1: Sectoral decomposition of US nominal GDP.
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To address the role of the manufacturing sector in the US economy we face a conundrum. On
the one hand we have fairly extensive data on industrial production (IP) which consists of 117 sectors
that make up aggregate IP, each sector roughly corresponding to a four-digit industry using NAICS.
This data is available monthly and therefore covers a rich time series and cross-section of over 47,000
data points counting all months from 1977 until 2011 (our data set) across all sectors. On the other
hand, contrary to IP, we do not have monthly or quarterly data about the cross-section of US output
across non-IP sectors, but we do so on an annual basis. Indeed, the US Bureau of Economic Analysis
provides GDP by industry - not only IP sectors - annually. In our empirical analysis we use data on
42 non-IP sectors. If we were to study all sectors annually, we would be left with roughly 4000 data
points for IP - a substantial loss of information.

1The figure displays the evolution from 1977 to 2011 of the sectoral decomposition of US nominal GDP. We aggregate
the shares of different sectors available from the website of the US Bureau of Economic Analysis, according to their NAICS
codes, in 5 different macro sectors: Industrial Production (yellow), Services (red), Government (green), Construction
(white), Others (grey).
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Economists have proposed different models about how various sectors in the economy interact.
Some rely on aggregate shocks which affect all sectors at once. Foerster, Sarte, and Watson (2011),
who use an approximate factor model estimated with quarterly data, find that nearly all of IP vari-
ability is associated with (a small number of) common factors. Do the factors which drive IP sectors
also affect the rest of the economy, in particular in light of the fact that the services sector grew in
relative size? To say it differently, can we maintain a common factor view if we expand beyond IP sec-
tors? Or should we think about sector-specific shocks affecting aggregate US output? If so, are these
manufacturing shocks, or rather services sector ones? Various models featuring sector-specific shocks
exist. For example, Gabaix (2011) proposes a model with a handful of very large sectors which are the
source of fluctuations in the economy. Another class of models postulates complementarities across
sectors, such as input-output linkages, that propagate sector specific shocks throughout the economy.

Does the paradigm of common shocks affecting IP as identified by Foerster, Sarte, and Watson
(2011) extend to the economy at large? Or, are sector-specific shocks, either originated in IP or else
non-IP sectors the driving force of the US economy? Our analysis is much inspired by Foerster, Sarte,
and Watson (2011), who use a multi-sector growth model to adjust for the effects of input-output
linkages in the factor analysis. However, to conduct our investigation we need to be analyze all sectors
of the economy in a unified framework. If we only use annual data, as it would appear to be our only
choice, we forgo a vast wealth of IP sector data available at monthly or quarterly frequency.

We propose a new class of factor models able to address the key question of interest using all
the data - despite the mixed sampling frequency. Empirical research generally avoids the direct use
of mixed frequency data by either first aggregating higher frequency series and then performing es-
timation and testing at the low frequency common across the series, or neglecting the low frequency
data and working only on the high frequency series. The literature on large scale factor models is no
exception to this practice, see e.g. Forni and Reichlin (1998), Stock and Watson (2002a,b) and Stock
and Watson (2010). Using the terminology of the approximate factor model literature, we have a panel
consisting of NH cross-sectional IP sector growth series sampled across mT time periods, where m =
4 for quarterly data and m = 12 for monthly data, with T the number of years. Moreover, we also have
a panel of NL non-IP sectors - such as services and construction for example - which is only observed
over T periods. Hence, generically speaking we have a high frequency panel data set of size NH ×
mT and a corresponding low frequency panel data set of size NL × T. The issue we are interested in
can be thought of as follows. There are three types of factors: (1) those which explain variations in
both panels - say fC , and therefore are economy-wide drivers, (2) those exclusively pertaining to IP
sector movements - say fH , and finally (3) those exclusively affecting non-IP, denoted by fL. Hence,
we have (1) common, (2) high frequency and (3) low frequency factors.

The purpose of this paper is to propose large scale factor models in the spirit of Bai and Ng (2002),
Stock and Watson (2002a), Bai (2003), Bai and Ng (2006), and extend their analysis to mixed fre-
quency data settings.2 Under suitable regularity conditions, the factor values and loadings can be

2A number of mixed frequency factor models have been proposed in the literature, although they almost exclusively
rely on small cross-sections. See for example, Mariano and Murasawa (2003), Nunes (2005), Aruoba, Diebold and Scotti
(2009), Frale and Monteforte (2010), Marcellino and Schumacher (2010) and Banbura and Rünstler (2011), among others.
Stock and Watson (2002b) in their Appendix A, propose a modification of the EM algorithm of Dempster, Laird, and
Rubin (1977) to estimate high frequency factors from potentially large unbalanced panels, with mixed-frequency being
a special case. Moreover, Banbura and Modugno (2014) build on the work of Doz, Giannone, and Reichlin (2012) and
Giannone, Reichlin, and Small (2008) and extend the EM algorithm of Rubin and Thayer (1982) for the estimation by
(quasi) maximum likelihood of a factor model from the same type of unbalanced and mixed frequency panels.
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identified and estimated exploiting results from a literature on grouped factor models, see for example
Krzanowski (1979), Flury (1984), Kose, Otrok, and Whiteman (2008), Goyal, Pérignon, and Villa
(2008), Bekaert, Hodrick, and Zhang (2009), Wang (2012), Moench and Ng (2011), Moench, Ng,
and Potter (2013), Ando and Bai (2013) and Breitung and Eickmeier (2014) among others. In the
proposed identification strategy, the groups correspond to panels observed at different sampling fre-
quencies. Our theoretical contributions are twofold. First, while our work is most closely related
to Wang (2012) and Chen (2010, 2012) we provide a more comprehensive asymptotic treatment of
grouped factor models.3. We do not rely on the iterative solution from a Least Square (LS) problem,
since the resulting equations do not have a unique solution. We propose estimators for the common
and group specific factors, and an inference procedure for the number of common and group specific
factors based on canonical analysis of the principal components estimators on each subgroup. Second,
the idea to apply grouped factor analysis to mixed frequency data is novel and has many advantages in
terms of identification and estimation which are discussed in the paper.

Our empirical application revisits the analysis of Foerster, Sarte, and Watson (2011) who use fac-
tor analytic methods to decompose industrial production (IP) into components arising from aggregate
shocks and idiosyncratic sector-specific shocks. Foerster, Sarte, and Watson (2011) focus exclusively
on the industrial production sectors of the US economy. Yet, IP has featured steady decline as a share
of US output over the past 30 years. The US economy has become more of a service sector economy.
Contrary to IP, we do not have monthly or quarterly data about the cross-section of US output across
non-IP sectors, but we do on an annual basis. The US Bureau of Economic Analysis provides GDP by
industry - not only IP sectors - annually. We identify three factors in a mixed frequency approximate
factor model, where the first is a high frequency factor common to all sectors, the second is a high
frequency factor specific to IP-sectors and a third is a low frequency factor pertaining only to non-IP
sectors. We re-examine whether the common factors reflect sectoral shocks that have propagated by
way of input-output linkages between service sectors and manufacturing. Hence, our analysis com-
pletes an important part missing in the original study as it omitted a major ingredient of US economic
activity. A structural factor analysis indicates that both low and high frequency aggregate shocks con-
tinue to be the dominant source of variation in the US economy. The propagation mechanism are very
different, however, from those identified by Foerster, Sarte, and Watson (2011).

3We investigate in depth the link between canonical analysis and the Principal Components (PC) estimated on each
group on the one hand, and spectral analysis of the variance-covariance matrix of stacked PC’s on the other hand.
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